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ABSTRACT: By means of density functional theory calcu-
lations, we have computationally explored the intimacies of the
crucial step of Noyori hydrogrogenation reactions of multiple
bonds. This process can be considered analogous to the so-
called double group transfer reactions. Both kinds of
transformations proceed concertedly via the simultaneous
migration of two hydrogen atoms/groups in a pericyclic [σ2s +
σ2s + π2s] reaction through six-membered transition
structures. Despite the structural resemblances of both types
of saddle points, significant differences are found in terms of synchronicity and in-plane aromaticity. In addition, the activation
strain model has been used to get quantitative insight into the factors which control the corresponding barrier heights. It is found
that the presence of a heteroatom in the acceptor moiety is responsible for a remarkable increase of the interaction energy
between the reactants which can compensate the destabilizing effect of the strain energy associated with the deformation of the
initial reagents leading to low reaction barriers.

■ INTRODUCTION

The catalytic Noyori asymmetric hydrogenation (NAH)
reaction constitutes one of the most useful reaction in organic
chemistry. This process efficiently reduces multiple bonds
(mainly polar double bonds, i.e., ketones, aldehydes, and
imines) with high to complete enantioselectivity.1 The
importance of this reaction is clearly reflected in the good
number of industrial processes that use this transformation to
produce enantioenriched compounds in an environmentally
benign manner without emitting waste or coproducts.2

Besides the synthetic applications of this reaction, the
mechanism of the process has attracted much attention as
well in view of the impressive number of experimental and
computational studies focused on this transformation reported
in the literature.3 Consensus has been reached that this reaction
involves metal−ligand bifunctional catalysis, where both the
transition metal and the surrounding ligand directly participate
in the dehydrogenative and hydrogenative processes (Scheme
1). There is general agreement that the reduction of the double
bond occurs in an outer coordination sphere of A, and
therefore, it does not require any coordinative unsaturation at
the transition metal. Therefore, the reactive species is a metal
hydride (M−H) species, and the hydride delivery to the
electrophilic carbon atom takes place via the six-membered
pericyclic transition state C.3 Moreover, this step is crucial
because the enantioselection of the process is suggested to
occur in this pericyclic reaction.3a,h

Interestingly, the six-membered transition state depicted in
Scheme 1 structurally resembles that for double hydrogen
atom-transfer reactions, a particular case of double group

transfer (DGT) reactions where two hydrogen atoms migrate
simultaneously from one compound to another in a concerted
reaction pathway.4,5 These [σ2s + σ2s + π2s] thermally allowed
pericyclic transformations share a common feature: they
proceed via a six-membered ring transition structure that is
highly in-plane aromatic6 as indicated by the high negative
nucleus independent chemical shifts (NICS) values7 computed
at the (3,+1) ring critical point of the electron density8 (NICS
≈ −26 ppm).
Similar to other pericyclic processes such as [3 + 2]

cycloadditions9,10 or Alder−ene reactions,11 DGT reactions are
associated with relatively high barriers despite the aromatic
character of the corresponding transition states. This has been
ascribed to the strong destabilizing effect of the strain
associated with the structural rearrangement of the reactants
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which cannot be compensated by the gain in stability through
aromaticity in the transition structures.12 For this reason, it has
been suggested that this strain energy becomes the controlling
factor for the high activation barriers of these trans-
formations.12,13

Due to the structural resemblances between the transition
states associated with DGT reactions and those proposed for
the crucial step of the Noyori hydrogenation, we were curious
to compare both types of processes in terms of energetic,
aromaticity, and synchronicity criteria. Therefore, we report
herein the results of a density functional theory (DFT) study
aimed at a deeper understanding of the effect of the metal
fragment on the double hydrogen atom transfer occurring in
the Noyori hydrogenation reaction.

■ THEORETICAL METHODS
Computational Details. All of the calculations reported in

this paper were obtained with the GAUSSIAN 09 suite of
programs.14 All reactants, transition structures, and reaction
products were optimized using the hybrid functional B3LYP15

with double-ζ quality plus polarization def2-SVP basis sets16 for
all atoms. Reactants and products were characterized by
frequency calculations at the B3LYP/def2-SVP level and have
positive definite Hessian matrices. Transition structures (TS’s)
show only one negative eigenvalue in their diagonalized force
constant matrices, and their associated eigenvectors were
confirmed to correspond to the motion along the reaction
coordinate under consideration using the Intrinsic Reaction
Coordinate (IRC) method.17 Single-point energy calculations
were performed on the B3LYP/def2-SVP-optimized geometries
using Truhlar’s meta hybrid exchange-correlation functional
M0618 with the triple-ζ quality plus polarization def2-TZVP
basis sets.16

The aromatic character of the transition structures has been
confirmed by the computation of the nucleus independent
chemical shift (NICS) values computed at the (3,+1) ring
critical point of the electron density (see below). This point
was selected due its high sensitivity to diamagnetic effects and
its unambiguous character.19 In addition, the more reliable
NICS(1)zz (out-of-plane component of the isotropic NICS
tensor) values have been also computed. These calculations
have been carried out using the gauge invariant atomic orbital
(GIAO) method20 at the B3LYP/def2-SVP level. This scheme
is denoted GIAO-B3LYP/def2-SVP. In addition, the diatropic
currents associated with the aromatic character of the transition
states have been studied with the help of the anisotropy of the
induced current density (ACID) method, developed by Herges
and co-workers.21

The synchronicity22,23 of the reactions was quantified by
using a previously described approach.24 For a given concerted
reaction, “synchronicity” is defined as25
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The Wiberg bond indices26 Bi were computed using the natural
bond orbital (NBO)27 method.

Activation Strain Analyses of Reaction Profiles. The
relatively recent introduction of the so-called activation strain
model28 has allowed us to gain more insight into the physical
factors which control how the activation barriers arise in
different fundamental processes. This method is also known as
the distortion/interaction model, as proposed by Houk and co-
workers.9 The activation strain model is a fragment approach to
understanding chemical reactions, in which the height of
reaction barriers is described and understood in terms of the
original reactants.28 This method is a systematic extension of
the fragment approach from equilibrium structures to transition
structures as well as nonstationary points, e.g., points along a
reaction coordinate. Thus, the potential energy surface ΔE(ζ)
is decomposed, along the reaction coordinate ξ, into the strain
ΔEstrain(ζ) associated with deforming the individual reactants
plus the actual interaction ΔEint(ζ) between the deformed
reactants:

ζ ζ ζΔ = Δ + ΔE E E( ) ( ) ( )strain int

Here, the reaction coordinate is defined as the projection of
the IRC on the forming C···H distance between the carbon
atom of the multiple bond and the hydrogen atom transferred
from the transition metal (Figure 1). This reaction coordinate ζ
undergoes a well-defined change in the course of the reaction
from ∞ to the equilibrium H···C distance in the corresponding
transition structures.
The strain ΔEstrain(ζ) is determined by the rigidity of the

reactants and on the extent to which groups must reorganize in
a particular reaction mechanism, whereas the interaction
ΔEint(ζ) between the reactants depends on their electronic
structure and on how they are mutually oriented as they

Figure 1. Illustration of the activation strain model for Noyori
hydrogenation reaction.
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approach each other. It is the interplay between ΔEstrain(ζ) and
ΔEint(ζ) that determines if and at which point along ζ a barrier
arises. The activation energy of a reaction ΔE⧧ = ΔE(ζTS)
consists of the activation strain ΔE⧧strain = ΔEstrain(ζTS) plus the
TS interaction ΔE⧧

int = ΔEint(ζ
TS) (see Figure 1):

Δ = Δ + Δ⧧ ⧧ ⧧E E Estrain int

■ RESULTS AND DISCUSSION
Structures and Aromaticity. In Table 1, we provide an

overview of the studied hydrogenation reactions computed at
the M06/def2-TZVP//B3LYP/def2-SVP level together with
the two archetypical DGT reactions, i.e., the double hydrogen
atom migration from ethane to ethene and the Meerwein−
Pondorf−Verlay (MPV) reduction of formaldehyde by
methanol previously reported by us.6 We have considered the
model active ruthenium(II) catalysts 1a and 1b (also studied by
Noyori and co-workers in their seminal computational study on
the reduction of ketones using [RuCl2(η

6-arene)]2 and a β-
amino alcohol or 1,2-diamines)3a as reducing agents of ethene
and ethyne and the corresponding processes involving
heteroatoms (formaldehyde, acetone, and methanimine).

Figure 2 shows the optimized geometries of selected
transition structures associated with the above reactions. In
all cases, the transformations occur via highly planar 6-
membered ring transition states where the corresponding C−
C, C−N, or C−O bond lengths are intermediate between
double/triple and single/double bonds. This agrees well with
the participation of the π-orbitals of the acceptor moiety in the
migration of the σH−Ru and σH−N bonds expected for a
pericyclic [σ2s + σ2s + π2s] process. Interestingly, the
computed synchronicities (Sy ranging from 0.65 to 0.83)
indicate that the Noyori hydrogenations are more asynchro-
nous than the related DGT reactions (which exhibit Sy values
close to the perfect synchronicity). Nevertheless, the observed
bond length equalizations and planarity of the cyclic transition
states fulfill the so-called geometric aromaticity criterion,29

therefore suggesting that these processes proceed via aromatic
transition states. To check this hypothesis, we have calculated
the corresponding NICS(0) values computed at the (3,+1) ring
critical point of the electron density and the more reliable
NICS(1)zz values, computed 1 Å above this point. As readily
seen in Table 1, the computed negative values (NICS(0) values
ranging from −7.8 to −16.1 ppm and NICS(1)zz values ranging

Table 1. Free Activation Barriers and Reaction Energiesa (at 298 K, in kcal/mol), Synchronicities (Sy), and NICS Values (in
ppm) of the Considered Noyori Hydrogenations

aComputed at the M06/def2-TZVP//B3LYP/def2-SVP level. bComputed at the B3LYP/def2-SVP level. cValues correspond to NICS values
computed at the [3,+1] ring critical point of the electron density, whereas values in parentheses are the corresponding NICS(1)zz values, computed
one angstrom above the ring critical point.
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from −8.8 to −20.6 ppm) clearly confirm the aromatic nature
of these saddle points and indicate that these species are less
aromatic than the transition states associated with the
analogous DGT reactions (see Table 1, entries 10 and 11).
Therefore, it can be concluded that the Ru(II)−Noyori
hydrogenations occur concertedly through transition structures

which are less synchronous and less aromatic than those
associated with DGT reactions, despite the structural
similarities of both types of saddle points.
In order to assess the generality of the results obtained with

the model catalysts used above, we have extended our study to
the more realistic catalyst trans-[Ru-((R)-BINAP)(H)(η2-

Figure 2. Optimized transition-state geometries (bond distances are given in Å), computed at the B3LYP/def2-SVP level.

Scheme 2
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H2)(R,R)-dpen)] complex 1c (BINAP = 2,20-bis-
(diphenylphosphino)-1,10-binaphthyl, dpen =1,2-diphenylethy-
lenediamine) in the reduction of formaldehyde (Scheme 2).
Our calculations, which replaced the phenyl groups on dpen by
methyl groups, indicate that this process occurs concertedly as
well through a similar six-membered ring transition structure
(TS12, Figure 2) exhibiting synchronicity and aromaticity
values (Sy = 0.73, NICS(0) = −7.2 ppm) comparable to those
found when using the model catalysts 1a and 1b. Therefore,
these results support the use of the less computationally
demanding catalysts 1a,b in the present study.
One distinct characteristic of the larger catalyst 1c, however,

is its chiral character, which results in two diastereomeric
transition states being available for the hydrogenation of the
model carbonyl compound acrolein. We have previously
described this system in detail,3h but it is worth noticing in
this context that the preferred transition state displays
significantly more aromatic character (with a NICS comparable
to those found for the model catalysts) than the less favored
one (see Figure 3). The reduced NICS value for the higher

energy transition state (4.2 kcal/mol less stable than its
alternative) correlates with an also considerably lower value for
its synchronicity, which goes from 0.71 to 0.58.
Similar to other in-plane aromatic transition states,19 the

origin of the aromaticity is found in the ring current generated
by the six [σ2s + σ2s + π2s] electrons involved in the concerted
processes which lie approximately in the molecular plane. This
current, in turn, promotes a significant diamagnetic shielding at
the ring critical point of the electron density leading to the
observed negative NICS values. The electronic delocalization
within the molecular plane can be viewed with the help of the
anisotropy of the induced current density (ACID) method.21

As shown in Figure 4a, for the parent transition structure TS1,
the electronic delocalization is clearly represented by a
continuous ring current involving the six atoms which define
the molecular plane. Moreover, the current density vectors
indicate a diatropic circulation (clockwise vectors) along the
molecular plane thus confirming the aromatic nature of this

kind of transition states. In addition, the variation of the NICS
along the z-axis perpendicular to the molecular plane has been
also studied for TS3 to further confirm the in-plane aromatic
nature of these species. As expected for this kind of saddle
points with in-plane aromaticity,6,11 a typical bell-shaped plot
with a maximum NICS value at z = 0 Å, i.e., in the (3,+1) ring
critical point, was found (Figure 4b).

Origins of the Reaction Barriers. From the data in Table
1, it becomes obvious that the hydrogenation reaction proceeds
with a lower activation barrier when a heteroatom is involved in
the acceptor double bond. The same result is observed when
comparing the parent DGT reaction between ethene and
ethane versus the MPV reduction of formaldehyde (entries 10
and 11, Table 1). In addition, considering the computed bond
lengths in the transition structures of each reaction (Figure 2),
there appears to be a correlation between the barrier heights
and the geometries of the transition states, in particular, the
breaking Ru−H and forming C−H bond distances. In general,
it can be observed that shorter forming C−H and longer

Figure 3. NICS values along an axis perpendicular to the ring formed
by the atoms involved in the pericyclic transition state which passes
through its center. The values in curve a correspond to the favored
transition structure for the hydrogenation of acrolein by catalyst 1c;
those in curve b correspond to the diastereomeric transition state,
which was found to be 4.2 kcal/mol higher in energy. These
calculations have been performed as described in ref 3h.

Figure 4. (a) ACID plot of saddle point TS1 (isosurface value of 0.035
au). (b) Computed NICS values along the z-axis perpendicular to the
molecular plane of TS3.
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breaking Ru−H bond distances are associated with lower
reaction barriers. In other words, the transformation seems to
be easier for late transition states when the new C−H bond is
already developed. This result agrees with kinetic and structural
studies in related intramolecular (dyotropic) double hydrogen
atom migrations5e,f which indicate that changes of only 0.1−
0.17 Å in the initial C···H bond length (also called
precompression factor) translate into a rate spread of 104 s−1.5d,30

A more detailed quantitative insight into the factors
controlling the process is given by the activation strain
model. Figure 5 shows the full activation-strain diagrams, i.e.,

the reaction profile ΔE(ζ) together with its decomposition into
the strain energy ΔEstrain(ζ) and the instantaneous interaction
energy ΔEint(ζ) between the deformed reactants, for reactions
6 (reduction of H2CCH2 by catalyst 1b, Figure 5a) and 8
(reduction of H2CO by 1b, Figure 5b).
For the reaction between 1b and ethene, it can be seen that

at the early stages of the process the reaction profile ΔE
monotonically becomes more and more destabilized as the
reactants approach each other. In the proximity of the
transition structure region (i.e., at H···C distances in the

range from 2.0 to 1.5 Å) a sharp increase of ΔE occurs leading
to the computed high reaction barrier for this process (ΔG⧧

298
= 28.5 kcal/mol, see Table 1). Interestingly, at long H···C
distances, the interaction energy between the deformed
reactants (ΔEint) becomes destabilizing as well contributing
to the increase in the total ΔE. This initial increase of ΔEint can
be ascribed to steric (Pauli) repulsion between closed shells in
the early stages of the reaction as the reactants approach each
other. This behavior of ΔEint resembles that found for related
DGT reactions12 and other pericyclic reactions such as [3 + 2]
cycloadditions10 or Alder−ene reactions,11 but it differs from
reactions such as SN2 substitution and E2 elimination28a,h

where the net interaction ΔEint is stabilizing along the entire
reaction coordinate due to a potent donor−acceptor interaction
between the HOMO of the nucleophile/base and the relatively
low energy LUMO of the substrate.
If we now further proceed along the reaction coordinate,

ΔEint inverts at a certain point, after which this term becomes
more and more stabilizing as one approaches the transition
structure. This trend agrees with the gain in stability by the
above-mentioned aromaticity of the transition state. However,
the stabilizing effect of the interaction term cannot compensate
the strong destabilizing effect of the deformation energy,
ΔEstrain (ΔEint⧧ = −14.9 kcal/mol vs ΔEstrain⧧ = 35.4 kcal/mol).
Therefore, the dominant factor controlling the barrier height of
the Noyori reduction of ethene is the energy needed to deform
the reactants from their initial equilibrium geometries to the
geometries they adopt in the corresponding transition
structure.31

The situation in the reduction of formaldehyde by the same
catalyst 1b is markedly different (Figure 5b). Here, the
interaction does not at first become destabilizing. Thus, it
remains nearly constant at long C···H distances and then
sharply becomes strongly stabilizing at the vicinity of the
transition structure. The stabilization provided by the
interaction term (ΔEint

⧧ = −38.3 kcal/mol) can now
compensate the strain energy and for this reason, this reaction
proceeds with a considerable lower reaction barrier (ΔG⧧

298 =
9.4 kcal/mol, see Table 1). The reason behind this clear
stabilization given by ΔEint in the reduction of formaldehyde is
of course related to the presence of the heteroatom in the
acceptor reactant. Indeed, this is due to the formation of an
intramolecular hydrogen-bond between the NH group of the
catalyst and the heteroatom which approximates both reactants
making the hydrogen transfer much easier. As a consequence of
this NH···Y interaction, the ΔEint term does not increase at the
beginning of the process and becomes strongly stabilizing at the
proximities of the transition structure leading to the observed
lower reaction barriers for the processes involving heteroatoms
in the initial reactant. Of course, the occurrence of this weak yet
important interaction is not possible in those systems lacking
heteroatoms (ethene and ethyne), and as a result, the
corresponding computed reaction barriers are considerably
higher.

■ CONCLUSIONS
From the results reported in this study, the following
conclusions can be drawn: (a) Noyori hydrogenation reactions
are processes closely related to double group transfer reactions.
Both transformations proceed concertedly via the simultaneous
migration of two hydrogen atoms/groups in a pericyclic [σ2s +
σ2s + π2s] reaction through a six-membered transition
structure. (b) Despite that, the former processes are more

Figure 5. Activation-strain analysis of reactions 6 (a) and 8 (b) along
the reaction coordinate projected onto the forming C···H bond
distance, computed at the B3LYP/def2-SVP level.
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asynchronous and the corresponding transition structures less
in-plane aromatic. (c) There appears to be a correlation
between the barrier heights and the geometries of the transition
states, in particular, the breaking Ru−H and forming C−H
bond distances. In general, it can be observed that shorter
forming C−H and longer breaking Ru−H bond distances are
associated with lower reaction barriers. (d) The strain energy
associated with the deformation of the initial reactants is the
dominant factor controlling the barrier heights of the reactions
in the absence of a heteroatom in the acceptor moiety. (e) In
contrast, the presence of this heteroatom favors the formation
of an intramolecular NH···Y hydrogen bond which approx-
imates both reactants making the hydrogen migration much
easier. This is reflected into a strong stabilizing effect of the
interaction energy between the reactants which can compensate
the destabilizing effect of the strain energy.
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(6) Fernańdez, I.; Sierra, M. A.; Cossío, F. P. J. Org. Chem. 2007, 72,
1488.
(7) Chen, Z.; Wannere, C. S.; Corminboeuf, C.; Puchta, R.; Schleyer,
P. v. R. Chem. Rev. 2005, 105, 3842.
(8) Bader, R. F. W. Atoms in Molecules - A Quantum Theory;
Clarendon Press: Oxford, 1990.
(9) (a) Ess, D. H.; Houk, K. N. J. Am. Chem. Soc. 2007, 129, 10646.
(b) Ess, D. H.; Houk, K. N. J. Am. Chem. Soc. 2008, 130, 10187.
(c) Ess, D. H.; Jones, G. O.; Houk, K. N. Org. Lett. 2008, 10, 1633.
For relevant studies on other pericyclic reactions by the Houk’s group,
see: (d) Schoenebeck, F.; Ess, D. H.; Jones, G. O.; Houk, K. N. J. Am.
Chem. Soc. 2009, 131, 8121. (e) Xu, L.; Doubleday, C. E.; Houk, K. N.
J. Am. Chem. Soc. 2010, 132, 3029. (f) Krenske, E. H.; Houk, K. N.;
Holmes, A. B.; Thompson, J. Tetrahedron Lett. 2011, 52, 2181.
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Bickelhaupt, F. M.; Cossío, F. P. Chem.Eur. J. 2012, 18, 12395.
(j) van Zeist, W.-J.; Bickelhaupt, F. M. Org. Biomol. Chem. 2010, 8,
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